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Abstract  
Sentiment analysis, also known as opinion analysis or social sentiment analysis, is a well-
established field of study. Within the automotive industry, great attention is being paid 
to the presence of electric cars as a viable solution to the pressing issue of greenhouse 
gas emissions. In order to gauge the level of acceptance and adoption of this 
technology, it is crucial to analyze the sentiments and opinions expressed by individuals 
towards electric cars Various approaches can be employed for sentiment analysis, 
including rule-based techniques, statistical methods, and machine learning algorithms. 
The objective of this research endeavor is to conduct sentiment analysis on online 
publications and social media discussions pertaining to electric cars. Logistic Regression 
(LR), Support Vector Machine (SVM), and Random Forest (RF) are the specific methods 
employed in this study. The effectiveness of these methods is evaluated using accuracy 
measurements and Receiver Operating Characteristic (ROC) analysis. The accuracy 
outcomes attained by LR were 78.02%, SVM achieved 71.92%, and RF exhibited 82.35%. 
By virtue of the examination outcomes of multiple techniques utilized, there is an 
optimistic expectation that this can serve as the initial stride towards constructing 
sentiment applications for the existence of electric cars in the Indonesian context. 
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Introduction 
According to data provided by IQAir, the pollution level in Jakarta reached 163 AQI US 

at 09.00 WIB, placing it as the fifth most polluted city in the world. This level of pollution 

indicates that the air in Jakarta is unsuitable for the well-being of the community, 

therefore it is advisable to wear a mask when engaging in outdoor activities. Kolkata, 

India currently holds the unenviable position of having the most severe air pollution in 

the world, with a US AQI of 247. It is closely followed by Dakha, Bangladesh with a US 

AQI of 208, Delhi, India with a US AQI of 177, Lahore, Pakistan with a US AQI of 163, 

Jakarta, Indonesia with a US AQI of 163, Ulaanbaatar, Mongolia with a US AQI of 162, 
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and Kuwait City, Kuwait with a US AQI of 160. Meanwhile, the con- centration level of 

PM2.5 stands at 79.5 µg/m³, which is equivalent to 15.9 times the annual air quality 

guideline value set by the World Health Organization (WHO). The morning temperature 

in Jakarta registered at 29 degrees Celsius, accompanied by a humidity level of 79%. 

Additionally, wind motion was observed at a rate of 5.5 km/h and atmospheric pressure 

stood at 1012 mbar. It is noteworthy to mention that Jakarta currently holds the 5th 

position in the global air quality ranking, with a red indicator signifying an unhealthy 

condition. 

In order to diminish the extent of air contamination in Indonesia, with particular 

emphasis on the city of Jakarta, one of the endeavors employed is the utilization of 

electric vehicles, which has garnered global attention as a more ecologically sound 

alternative within the transportation domain [1][2]. In an endeavor to abate emissions 

and enhance the sustainability of the transportation sector, the Indonesian government 

has implemented policies and incentives designed to stimulate the populace to utilize 

electric vehicles. In accordance with the Ministry of Industry (MOI), as of September 

2022, the quantity of electric vehicles (excluding hybrid or other variations) in Indonesia 

has sur- passed the threshold of 25,000 units. 

In the realm of electric vehicle implementation, there exists a multitude of viewpoints 

within the community. The opinions and sentiments surrounding the utilization of 

electric vehicles showcase a remarkable diversity [3][4][5]. Certain individuals ardently 

advocate for electric vehicles, perceiving them as a formidable solution to mitigate 

pollution and decrease reliance on fossil fuels. Advocates contend that electric vehicles 

possess the potential to curtail greenhouse gas emissions, enhance air quality, and di- 

minish dependency on petroleum [6]. Conversely, there are skeptics who express 

reservations regarding the adequacy of battery charging infrastructure, limited range, 

and prolonged charging duration in comparison to conventional refueling [7]. 

Sentiments regarding the utilization of electric vehicles are frequently articulated 

through online networking platforms [8]. Online networking users possess the 

capability to directly disseminate their perspectives via posts, comments, or by 

employing pertinent hashtags, and online networking serves as a noteworthy medium 

for individuals to exchange their viewpoints, encounters, and sentiments on an 

assortment of subjects, encompassing the adoption of electric vehicles [9][10]. 

Consequently, sentiment analysis predicated on online networking can prove to be an 

exceedingly advantageous instrument for comprehending the public's perspectives and 

attitudes towards the employment of electric vehicles in Indonesia. 

Previous research has been carried out within the realm of sentiment analysis on social 

media pertaining to the adoption of electric vehicles in different nations. To illustrate, a 

sentiment analysis study conducted in China by [11] employed social media as a basis, 

establishing that a majority of sentiments associated with electric vehicles were 

positive. This was attributed to factors such as environmental cleanliness, energy 

efficiency, and advanced technology. Conversely, a study conducted in the United 
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States by [12] discovered that the public sentiment towards electric vehicles exhibits 

considerable variability, encompassing both positive aspects, such as sustainability, and 

negative aspects, such as cost and the availability of charging infrastructure. 

The aim of this study is to carry out sentiment analysis of social media discussions, 

concentrating on the utilization of electric vehicles in Indonesia and to amass data from 

the social media platform Twitter. This investigation proposes a machine learning 

technique involving three algorithms, specifically support vector machine (SVM), 

Logistic regression (LR), and Random Forest (RF), with the intention of obtaining the 

most optimal model that will be implemented into a sentiment analysis application 

designed explicitly for the existence of electric vehicles. The categories of public 

sentiment include positive, negative, and neutral. The neutral sentiment exhibits lesser 

concern regarding the presence of electric vehicles, aiming to decrease carbon 

emissions. 

Methods 
In this study, a series of stages were implemented within the process. Commencing with 

the initial stage, data collection, or rather, "data crawling", was conducted. 

Subsequently, the subsequent stage entailed data preprocessing. This was later 

succeeded by the data labeling stage. The subsequent stage involved the modeling 

process, which was proceeded by model evaluation. A comprehensive depiction of the 

research flow is visually presented in Figure 1. 

 
Figure 1. Flow of the proposed research 

Data collection 
In this stage, information is obtained from the Twitter social media platform. The 

process of acquiring data will involve the application of web scraping techniques to 

extract information from Twitter [13]. The acquired information comprises the general 

sentiment of the public with regards to the utilization of electric vehicles in Indonesia. 

The designated keyword employed to gather data is "electric vehicles". The process of 

gathering data was executed through the utilization of Google Colab with the intention 
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of facilitating the retrieval of information. The amount of data retrieved subsequent to 

the cleanup process amounted to 4579, which was then reduced to a total of 4502. 

Pre-processing data 
After the successful attainment of the data, the subsequent procedure entails the pre- 

processing of the data in order to derive significant attributes from each individual 

tweet. The purpose of pre-processing lies in the elimination of extraneous noise or 

inconsequential details [14]. Various steps pertaining to pre-processing shall be executed 

as outlined below. 

Case folding 
By implementing the process of case folding, all alphabetical characters within the text 

of a tweet will undergo a transformation into lowercase letters. This conversion occurs 

while preserving the original meaning and sentiment encapsulated within the text [15], 

[16]. This particular technique serves to diminish superfluous discrepancies stemming 

from different fonts found in the tweet data. Consequently, it facilitates a more 

consistent and precise analysis of sentiment, thereby assisting subsequent stages of 

analysis, including tokenization. 

Filtering 
Filtering constitutes a crucial initial stage in the process of selecting the attributes to be 

employed. Within the realm of filtering, attributes that lack informative value or fail to 

make a noteworthy impact are eliminated. This process is undertaken to concentrate 

attention on the most pertinent attributes and enhance comprehension of public 

sentiment surrounding the adoption of electric vehicles [17][6]. 

Stemming 
Stemming is employed to transform words into their fundamental or foundational state. 

For instance, words like "read", "recite", and "read-read" (read repeatedly) will be trans- 

formed into the foundational state "read" [18]. Through the application of stemming, 

researchers are able to simplify the word portrayal of the word portrayal in the 

accumulated tweet texts. 

Scoring 
TF-IDF (Term Frequency-Inverse Document Frequency) is a numerical statistic that 

reflects how important a word is to a document in a collection or corpus. It is commonly 

used in information retrieval and text mining. Scoring TF-IDF involves calculating two 

main components: Term Frequency (TF) and Inverse Document Frequency (IDF). Term 

Frequency is a measure of how often a term appears in a document. It is calculated as the 

number of times a term appears in a document divided by the total number of terms in 

that document. TF(t,d) = Number of times term t appears in document d Total number 

of terms in document dTF (t,d) = Total number of terms in document d Number of times 

term t appears in document d. The higher the TF-IDF score, the more important the term 

is in the document or corpus [19][13]. 



BIS Information Technology and Computer Science  
 

5th Borobudur International Symposium on Science and Technology (BIS-STE) 2023 V124022-5 

 
 

Machine learning model 
At this phase, the processed information will be employed to train the model utilizing 

the Support Vector Machine (SVM) approach with hyperplane. SVM constructs a 

hyperplane (e.g., line or surface) to segregate the information among distinct 

categories. The aim is to discover the optimal hyperplane that exhibits the maximum 

margin be- tween the different categories in the information [20]. Logistic regression is 

a statistical approach utilized for binary classification, forecasting the likelihood of an 

occurrence fitting into a specific category. Despite its given title, logistic regression is 

employed for classification, not regression. It proves to be particularly advantageous 

when the reliant variable is categorical and comprises two categories (binary 

classification), such as spam or non-spam, pass or fail [14]. Random Forest is an 

ensemble learning technique that functions by constructing numerous decision trees 

during the training phase and producing a class that represents the mode of the classes 

(for classification) or the average prediction (for regression) of each tree. Random 

Forest is an influential and adaptable algorithm in the field of machine learning, 

possessing various noteworthy features [21]. This procedure will facilitate the 

examination of individuals' viewpoints and sentiments regarding the adoption of 

electric vehicles in Indonesia. 

Evaluation model 
The process of evaluating a model entails the utilization of pertinent evaluation 

measures that are applicable to the assessment of model performance [22]. As an ex- 

ample, evaluation measures that are commonly employed encompass accuracy, 

precision, recall, and F1-score. Accuracy gauges the model's ability to accurately classify 

sentiments. Precision gauges the veracity of positive results classified by the model, 

while recall gauges the model's capacity to identify and capture all correct positive 

results. Receiver Operating Characteristic (ROC) curves are visual representations of the 

performance of binary classification models at various classification thresholds. These 

curves illustrate the compromise between the rate of true positives (sensitivity or recall) 

and the rate of false positives (1 - specificity) for different threshold values [23]. 

Results and Discussion 
Depending on the context and purpose of the research, sentiment analysis can consider 

numerous factors. The process typically entails the collection and analysis of textual 

data to ascertain the opinion or sentiment pertaining to a particular subject or topic. 

Potential research outcomes stemming from sentiment analysis encompass the 

determination of whether the prevailing sentiment towards a given topic is positive, 

negative, or neutral. Additionally, the identification of specific patterns or trends in 

sentiment over time or among specific groups may also emerge. Another possibility is 

the classification of sentiment into distinct categories, including positive, negative, or 

neutral. In cases where the research involves the development of sentiment models, 
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such as machine learning, the efficacy and accuracy of these models in predicting 

sentiment are evaluated. 

Results 
The dataset outcomes attained in this investigation were acquired from the social media 

platform, Twitter. As depicted in Figure 2, the visualization portrays that a majority of the 

sentiments expressed were neutral, accounting for 57.1%, while positive sentiments 

constituted 16.1% and negative sentiments made up 26.8%. This data signifies that the 

neutral sentiment prevails and implies that the citizens of Indonesia either refrain from 

expressing their opinion or do not prioritize the presence of electric vehicles as a means 

to mitigate carbon emissions. 

 
Figure 2. Proportional number of datasets used 

Through the illustration depicted in Figure 3, it becomes evident that the frequency of 

occurrence of the most popular words is concentrated within the top 10. These words 

include battery, ngecas, batrenya, token, charger, watt, lembung, powerbank, 

ngecharge, and KWH. The visual representation exhibits that the top 10 words 

possessing the highest level of centrality are ngecas, battery, batrenya, token, charger, 

lembung, powerbank, watt, ngechasnya, and KWH. In Figure (not specified), the words 

maintain a nearly identical sequence. 

 
Figure 3. Proportional number of datasets used 

The visualization depicted in Figure 4 reveals that the top 10 most popular words include 

phase-phase, charger-battery, ngecharge-ngecharge, maleman-bloated, watt-watt, 

ngecas-ngecas, and others. Figure 4b visually represents the largest word in terms of 

frequency in sentiment analysis, with battery, charge, token, charges, and others being 

the predominant words. 
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a. Top 10 words pairs 

 
b. Visualization of wordcloud 

Figure 4. Number of word pairs in sentiment and wordcloud 

In Figure 5, the outcomes of the assessment of machine learning algorithms' 

performance in classifying sentiment regarding the existence of Indonesian electric 

vehicles using the ROC method are presented. The sentiment categories encompass 

three options: positive, negative, and neutral. The Random Forest algorithm succeeded 

in attaining the most optimal model, attaining a level of 80% accuracy. On the other 

hand, the SVM algorithm achieved a level of accuracy of 62%, while the logistic 

regression algorithm reached an accuracy level of 77%. 

 
Figure 5. Evaluating the performance of machine learning with ROC 

In the Table 1, we present the outcomes of the performance assessment regarding the 

utilization of a machine learning algorithm for categorizing sentiments associated with 

electric vehicles. The sentiments are divided into three distinct categories, namely 

positive, negative, and neutral. Amongst the various algorithms employed, the Random 

Forest algorithm demonstrated the highest level of efficacy, yielding a model with an 

accuracy rate of 82.35%. Similarly, the SVM algorithm achieved a commendable ac- 

curacy rate of 71.92%, while the logistic regression algorithm attained an accuracy rate of 

78.02%. 

Table 1. performance of machine learning 

Algorithms Accuracy 

Logistic Regression 78.02% 
Support Vector Machine 71.92% 

Random Forest 82.35% 

Discussion 
After completing all the necessary steps of this research, which include data collection, 

model evaluation, and identification of the most advantageous model among the 
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employed algorithms, it has become apparent that Indonesian individuals exhibit limited 

interest in engaging in discussions pertaining to social media platforms. This is 

substantiated by the observation that the topic of electric cars fails to elicit comments. 

Specifically, in the context of the social media conversations that were gathered, it was 

found that more than 57% of individuals did not provide any response to the introduction 

of electric cars in Indonesia. It is noteworthy that the government has implemented a 

range of policies aimed at promoting the adoption of electric vehicles, such as tax 

exemptions, the expansion of charging infrastructure, and the simplification of vehicle 

ownership certification processes. 

The most advantageous model, as determined by the random forest algorithm, 

demonstrates an accuracy rate of 82.35%, surpassing the performance of both the SVM 

and Logistic regression algorithms. This optimal model could be further utilized in the 

development of applications that gauge public sentiment towards the presence of 

electric vehicles. Consequently, the government would be empowered to devise 

policies that effectively stimulate public concern and interest in this mode of 

transportation. 

Conclusion 
Based on the research findings, it is possible to draw various conclusions. One such 

conclusion is that Indonesians display a lack of concern when it comes to expressing 

their opinions about electric vehicles through social media. This is evident from the fact 

that more than 50% of conversations observed were of a neutral nature. Moreover, the 

accuracy results achieved by LR were 78.02%, SVM attained 71.92%, and RF exhibited 

82.35%. These outcomes highlight the effectiveness of the multiple techniques employed 

in the examination. Consequently, there exists a positive expectation that these findings 

can serve as an initial step towards developing sentiment applications for the presence 

of electric cars in the Indonesian context. 
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