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Abstract 
The large number of vehicles can cause new problems in various fields. Vehicle detection 
errors can occur in the vehicle detection system when several vehicles are side by side 
so that they are not detected or are detected as larger vehicles. This research produces 
a vehicle type detection system to improve vehicle detection accuracy by applying 
image processing on Convolutional Neural Network (CNN). In this study, experiments 
were conducted with 20 image processing scenarios in the pre-processing image before 
the training process to produce an object detection testing model. The simulation test 
results show that not all image processing scenarios can improve the accuracy of the 
detection process. The combined image processing scenario of Blue Channel + CLAHE + 
gaussian filter + thresholding produces an accuracy of 97%. 
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Introduction  
In 2018 the number of motorized vehicles in Indonesia according to data from the Biro 

Pusat Statistik (BPS) 146,858,759 experienced an average growth of 7.03% from the 

previous year [1]. The large number of vehicles can cause new problems in various fields 

such as environmental pollution problems [2] traffic [3], fuel wastage [4], parking 

management [5] and other problems. 

Research on the detection of the number of vehicles has been carried out using 

ultrasonic sensors [6], digital image processing in the form of video [7–11], with vehicle 

speed detection [12] and with Internet of Things technology (IoT) [3][5][13]. 

In general, the process of detecting a moving object is the first step by obtaining a frame 

from a running video from either a live camera or a video recording camera to detect 

motion. The next step is to match the object with the vehicle type data based on the 

method used, for example with the size of a rectangle as shown in Figure 1 [14] or 

counting the number of pixels as shown in Figure 2 [12]. 

Previous research on vehicle detection even uses various detection technologies and 

methods when road conditions are congested, in addition to experiencing vehicle type 
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errors [11], or experiencing a decrease in accuracy when road conditions are increasingly 

congested [14]. This study focuses on the process of detecting vehicles that move hand 

in hand with the aim of producing a more accurate vehicle detection process. 

 
Figure 1. Object Detection Using Object Marker 

 
Figure 2. Object Detection Using BLOB Tracking 

Related Work 
This study focuses on the pre-processing process, namely modifying the training data in 

such a way that it becomes a model that will be used in the object detection process. 

Convolutional Neural Network (CNN) 
CNN is specifically designed for handling multiple arrays as the input. This initial input 

process of CNN is analogous to imitating the eyes to identify images, followed by a 

training process for further recognition of the scene [15] The CNN workflow for image 

classification is to group the images based on their similarities, then identify objects in 

several samples. 

Contrast Limited Adaptive Histogram Equalization (CLAHE) 
It is a technique of improving image contrast by increasing the local contrast of the 

image giving a limit value to the histogram. This limit value is called the clip limit which 

states the maximum limit for the height of a histogram [16]. To calculate the clip limit, 

use the following formula 1. 

β =
M

N
(1 + 

α

100
(smax − 1))       (1) 

where: M = region size; N = grayscale value (256), and α = clip factor (0-100). 
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The histogram above the cliplimit value is considered to be excess (excess) pixels which 

will be distributed to the surrounding area below the cliplimit so that the histogram is 

evenly distributed [17]. 

Gaussian Filter 
The Gaussian Filter used to filter the image before classification. linear filter with a 

weighted value for each member is elected based on the shape of the Gaussian function. 

This filter is very effective for removing noise that is normally distributed. To calculate 

the values of each element in the Gaussian filter that will be formed, it’s following 

equation (2):    

h(x,y)

c
= ∂

 
x2+y2

2a2          (2) 

Where: ∂ = The width of the Gaussian function; c = Normalization constant; and h(x,y) = 

Convoluted image. 

Thresholding 

Thresholding is one of the popular techniques to segmenting images. Segmentation 

that uses the intensity parameter of each area to separate high-intensity (bright) areas 

from low-intensity (dark) areas. The Thresholding technique successfully detects on the 

images taken in uncontrol environment [18]. 

Method  
The process flow of the object detection system in this study is described in the form of 

a flowchart as shown in Figure 3. 

 
Figure 3. Flowchart of Object Detection Process 

Convolutional Neural Network (CNN) architecture is the most important parts in this 

research. CNN has the advantage over conventional approaches to extract features 

individually, decrease dimensional of the data as well as the category in one network 

structure [19].  

This section is a layer that functions to extract the features contained in an object. This 

layer will perform a convolutional operation, namely the process of multiplying the 

image matrix with the filter matrix in the feature extraction process. CNN is specifically 

designed for handling multiple arrays as the input. This initial input process of CNN is 

analogous to imitating the eyes to identify images, followed by a training process [15]. 

The input image dataset that has been conditioned with various possibilities according 

to the object of the problem. when 2 vehicles go hand in hand (Figure 4), the error that 

Start Pre-processing Training

Testing Result End 



BIS Information Technology and Computer Science  
 

5th Borobudur International Symposium on Science and Technology (BIS-STE) 2023 V124006-4 

 
 

appears is not detected or detected as a larger vehicle, so that 3 types of input images 

are prepared, that's a car, 2 cars and bus. 

 
Figure 4. Vehicles Go Hand in Hand 

Pre-processing image consisting of channel extraction (red, green, blue channel), 

CLAHE, gaussian filter and thresholding. The Result of apply complement to channel 

extraction is presented in Figure 5 and Figure 6 shows the results of image processing. 

 
Figure 5. The Result of Apply Complement to Channel Extraction (a) Red Channel (b) Green Channel (c) 

Blue Channel 

 
Figure 6. The Result of Image Processing (a) CLAHE (b) Gaussian Filter (c) Thresholding 

Measurement of the level of object detection accuracy is based on the parameters used 

in measuring the level of object detection accuracy [20]: 

1. True Positive (TP) is the actual object detected by the system 

2. False Positive (FP) is the noise detected by the system as an object 

3. False Negative (FN) is an actual object that is not detected by the system 

4. Accuracy is the result of calculating the level of accuracy of object detection against 

vehicle objects in the whole frame that is carried out by the detection process. 

Formula 2 of the accuracy calculation can be seen in 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑟𝑢𝑒 𝑜𝑏𝑗𝑒𝑐𝑡 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛

𝑡𝑜𝑡𝑎𝑙 𝑜𝑏𝑗𝑒𝑐𝑡 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛
      (3) 
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5. Precision, is the number of correct predictions compared to the overall results 

predicted by the system. In this case, precision will answer how many objects are 

detected correctly from the total number of objects detected by the system. The 

formula for calculating precision can be seen in 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
       (4) 

6. Recall is the number of correct predictions compared to the overall actual results. In 

this case Recall will answer how many objects are detected correctly from the total 

number of actual objects. The formula for the recall calculation can be seen in. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
        (5) 

Finally, by testing and comparing the vehicle detection accuracy of all image processing 

scenarios, better results are obtained (Table 1). 

Table 1. Experiment scenario 

No Scenario Information 

1 S1 Red Channel + CLAHE 
2 S2 Red Channel + CLAHE + gaussian 
3 S3 Red Channel + CLAHE + thresholding 
4 S4 Red Channel + CLAHE + gaussian + thresholding 
5 S5 Green Channel + CLAHE 
6 S6 Green Channel + CLAHE + gaussian 
7 S7 Green Channel + CLAHE + thresholding 
8 S8 Green Channel + CLAHE + gaussian + thresholding 
9 S9 Blue Channel + CLAHE 
10 S10 Blue Channel + CLAHE + gaussian 
11 S11 Blue Channel + CLAHE + thresholding 
12 S12 Blue Channel + CLAHE + gaussian + thresholding 
13 S13 RGB + CLAHE 
14 S14 RGB + CLAHE + gaussian 
15 S15 RGB + CLAHE + thresholding 
16 S16 RGB + CLAHE + gaussian + thresholding 
17 S17 Red Channel 
18 S18 Green Channel 
19 S19 Blue Channel 
20 S20 RGB  

Results and Discussion 
Simulation of the experimental scenario using google colab (link) with 100 epochs. The 

results of 20 Experiment scenario presented in Table 2. Figure 7 shows that the training 

accuracy for all scenarios is relatively the same. validation accuracy begins to increase at 

epoch 20 with a different level of accuracy in each scenario and at epoch 80 it begins to 

decrease. The comparison of the result experimental scenarios is shown in the form of 

a graph in Figure 8. 

 

 

https://colab.research.google.com/
https://colab.research.google.com/
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(a) 

 
(b) 

 
(c) 

Figure 7. Graph of training & validation accuracy (a) RGB (S20) (b) Green Channel + CLAHE + 
thresholding (S7) (c) Blue Channel + CLAHE + gaussian + thresholding (S12). 

Table 2. The result of experiment scenario 

Code Time (s) Accuracy Precision Recall F1-Score 

S1 38.06 + 235.38 00.38 00.14 00.33 00.19 
S2 33.88 + 203.13 00.31 00.43 00.37 00.21 
S3 38.21 + 201.93 0.05486111 0.05972222 0.05694444 0.05416667 
S4 35.5 + 231.38 0.04305556 0.05625 0.04583333 0.04166667 
S5 38.06 + 185.34 00.38 00.45 00.36 00.23 
S6 33.88 + 194.36 00.34 0.04166667 00.39 00.30 
S7 38.21 + 192.81 0,0625 0.06319444 0.06319444 0.06180556 
S8 35.5 + 160 00.45 00.44 00.48 00.38 
S9 44.12 + 189.2 00.34 00.11 00.33 00.17 
S10 39.35 + 187 00.24 00.28 00.23 00.23 
S11 73.27 + 237.93 0,05 0.05972222 0.04722222 0.04652778 
S12 35.5 + 155.31 0.06736111 0.06736111 0.06666667 0.06666667 
S13 44.12 + 186.73 0.04583333 0,05 0.04375 0.04375 
S14 39.35 + 154.38 00.28 00.09 00.33 00.14 
S15 73.27 + 156.88 0.05486111 0.05625 0.05416667 0.05486111 
S16 35.5 + 160.69 0.05763889 0.05972222 0.05902778 0.05694444 
S17 44.12 + 159.23 00.41 00.22 00.38 00.26 
S18 39.35 + 159.90 00.45 00.47 00.40 00.30 
S19 73.27 + 158.8 00.55 0.04305556 00.59 00.53 
S20 35.5 + 160.25 0.04583333 00.50 0.04236111 00.52 

The S20 scenario is the standard scenario as a comparison to other scenarios. Image 

processing scenarios that use one of the techniques such as red channel, green channel, 
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blue channel, CLAHE, gaussian filter or thresholding alone do not always improve object 

detection accuracy. The accuracy is quite good in S7 (Green Channel + CLAHE + 

Thresholding) and S12 (Blue Channel + CLAHE + gaussian filter + thresholding) scenarios 

above 90%. The combination of image processing scenarios at the pre-processing 

process results in a significant increase in accuracy at the object detection process. The 

test results show that the scenario of S12 Accuracy and Precision is the highest. 

 
Figure 8. Graph of the result experimental scenarios 

Conclusion  
According to the simulation experimental results show that not all image processing 

scenarios can improve the accuracy of the detection process. The result of the best 

scenario is that the combined image processing of Blue Channel + CLAHE + gaussian 

filter + thresholding produces an accuracy of 97%. 
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